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Single-exposure superresolved interferometric microscopy (SESRIM) by RGB multiplexing has recently been pro-
posed as a way to achieve one-dimensional superresolved imaging in digital holographic microscopy by a single-
color CCD snapshot [Opt. Lett. 36, 885 (2011)]. Here we provide the mathematical basis for the operating principle
of SESRIM, while we also present a different experimental configuration where the color CCD camera is replaced
by a monochrome (B&W) CCD camera. To maintain the single-exposure working principle, the object field of view
(FOV) is restricted and the holographic recording is based on image-plane wavelength-dispersion spatial multi-
plexing to separately record the three bandpass images. Moreover, a two-dimensional extension is presented by
considering two options: time multiplexing and selective angular multiplexing. And as an additional implementa-
tion, the FOV restriction is eliminated by varying the angle between the three reference beams in the interfero-
metric recording. Experimental results are reported for all of the above-mentioned cases. © 2011 Optical Society
of America

OCIS codes: 090.4220, 100.2000, 100.6640, 180.3170.

1. INTRODUCTION
Optical imaging systems have a diffraction-limited resolution
due to the wave nature of light [1]. Because of the bandpass
limitation of imaging systems in terms of spatial frequencies,
every optical system provides a limited transversal resolution
(ρ) that is proportional to its numerical aperture (NA) and the
illumination wavelength (λ) according to ρ ¼ kλ=NA for imag-
ing systems and assuming that no other factors (geometrical
resolution and noise) are present. The value of the propor-
tional constant k depends on the imaging system configura-
tion, but it usually has a value of 0.82 for coherent imaging
systems having circular apertures [2,3]. However, that value
depends on the shape and transmittance of the aperture
and on the role of the phase in recording. Obviously, the high-
er the NA, the better the resolution limit. The theoretical best
value of the resolution limit that can be reached is kλ for
air-immersed imaging systems incoming from a theoretical
maximum NA value equal to 1; practical values are a little
bit lower (some commercial objectives can get to a value
of 0.95). Optical superresolution is concerned the capability
to overcome the resolution limit provided by diffraction with-
out changing the geometrical properties of the optical imaging
system, that is, without affecting its NA value [4].

In particular, digital holographic microscopy (DHM) allows
noncontact (no sample damage), noninvasive (no need for
stained samples), static (no moving components), real-time
(on-line control), and full-field (nonscanning) imaging of dif-
ferent samples ranging from electromechanical components
to biological specimens. DHM [5–7] combines the advantages
provided by digital holography concerning digital postproces-
sing of the recorded hologram with the high image quality

provided by optical microscopy, while it avoids the limited re-
solution imposed by the finite number and size of the pixels in
the digital sensor. Because of its versatility, it has been applied
to various applications such as real-time polarization micro-
scopy imaging [8], aberration lens compensation [9], particle
tracking [10], extended depth-of-field imaging [11], quantita-
tive phase contrast imaging [12], three-dimensional dynamic
analysis of cells [13], and others.

In DHM and for a fixed illumination wavelength, the trans-
versal resolution limit is usually defined by the NA of the
microscope objective itself. As Abbe pointed out [1], high-
resolution imaging demands high-NA lenses. But high-NA mi-
croscope objectives have a small field of view (FOV), a short
working distance, and a reduced depth of focus in comparison
with low-NA lenses. Leaving aside the depth-of-field reduc-
tion, the rest of the disadvantages persist and can be a draw-
back depending on the application.

Optical superresolution in DHM has been widely studied
mainly in the past decade [14–34]. The underlying principle
concerning all of those approaches is to illuminate the input
object with a set of tilted beams. Then, several objects’ orien-
tations containing different spatial-frequency information
are angularly multiplexed at different domains, such as time
[14,15,17–31,33], coherence [16,19,34], and polarization
[24,32]. As a result, a synthetic numerical aperture (SNA) is
obtained presenting an improved cut-off frequency, thus im-
proving the spatial resolution limit, in comparison with those
values provided by the same optical system without applying
the superresolution approach. The recovery of each elemen-
tary aperture is performed by holographic recording, and
the synthetic aperture (SA) is assembled in a latter digital
postprocessing stage. Numerical manipulation concerning the
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coherent addition of each elementary aperture into a single
expanded SA is described in detail in Refs. [29,31,35].

However, most of the SA superresolution methods in DHM
are based on the sequential implementation of the tilted beam
illumination stage [14,15,17–31,33]. This time multiplexing
principle prevents the study of nonstatic objects, nonstatic
at least during the duration of the illumination stage imple-
mentation (typically from some tenths of a second to a few
seconds depending on system complexity and involved hard-
ware). Recently proposed, single-exposure superresolved
interferometric microscopy (SESRIM) by RGB multiplexing
allows one-dimensional (1D) superresolution imaging in DHM
using a single illumination shot and a single-color CCD cap-
ture [34]. SESRIM combines angular with wavelength multi-
plexing to transmit in parallel three bandpass images of the
input object through the objective lens. The holographic de-
tection scheme is based on the use of a color CCD, where
the three RGB channels are separately analyzed to recover
the three-object color-coded bandpass images. Finally, a 1D
superresolution imaging is obtained by proper digital manage-
ment of the information contained in the three bandpass
images. The single-exposure superresolution capability
enables the study of real-time events and becomes a highly
attractive and applicable field of research.

In this manuscript, we present a modification of our pre-
viously reported SESRIM technique [34]. Instead of using a
color CCD, a monochrome (B&W) CCD camera records, in a
single CCD capture, the three-object bandpass images in the
form of a multiplexed hologram coming from the addition of
three wavelength-dependent subholograms. Thus, the resolu-
tion is not penalized by signal sampling at the image plane be-
cause the B&W CCD camera uses all the disposable pixels
(not like a color CCD with a Bayer filter). To achieve nono-
verlapping and separate recovery of the color-coded bandpass
images at the image plane, both image-plane spatial multiplex-
ing as well as FOV restriction are performed by wavelength
dispersion provided a 1D diffraction grating placed after

the microscope lens and a limiting slit attached to the input
object, respectively. After a single hologram recording, the
spatial-frequency content incoming from each bandpass im-
age is properly managed to synthesize an expanded SA that
provides a 1D superresolved imaging by simply Fourier trans-
forming the information contained in the generated SA. Both
in this manuscript and in SESRIM by RGB multiplexing [34],
the use of different wavelengths should be interpreted as co-
herence coding rather than wavelength coding, and in both
manuscripts color information about the input sample is sacri-
ficed to achieve superresolution effect derived from a single
CCD recording.

The manuscript is organized as follows. Section 2 presents
both a qualitative description and the mathematical back-
ground of SESRIM. Section 3 experimentally validates
SESRIM using image-plane wavelength-dispersion multiplex-
ing and its evolutions [two-dimensional (2D) extension and
FOV restriction elimination] by providing different experi-
ments for 1D and 2D cases. Section 4 concludes the paper.

2. THEORETICAL DESCRIPTION OF SESRIM
A. Qualitative System Description and Analysis of
Synthetic Aperture Generation
The experimental setup is depicted in Fig. 1. Three Mach–
Zehnder interferometers are assembled and matched in the
optical path for three different laser beams: red (R), green
(G), and violet (V) wavelengths. In the imaging arm, the three
laser beams simultaneously illuminate the input plane with
different illumination directions. In the SESRIM method [34],
the R beam illuminates in on-axis mode the input object while
the G and V beams reach coplanar but obliquely the object at
angles θG and θV , respectively (see Fig. 1). This angular- and
wavelength-multiplexing in the illumination allows the trans-
mission through the microscope lens of three independent
color-coded bandpass images containing different spectral
range of the input object. Those three bandpass images inter-
fere with a set of three coherent reference beams that are

Fig. 1. (Color online) Upper view of the experimental setup for SESRIM by image-plane wavelength-dispersion multiplexing: M, mirror; NDF,
neutral density filter; and BS, beamsplitter.
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mutually incoherent. The three reference beams are mixed
together in the reference arm of the interferometric setup hav-
ing the same propagation direction, that is, they are collinear.
Finally, the three reference beams are introduced in the off-
axis mode at the image plane by slightly tilting the reference
mirror, and a B&W CCD records three independent holo-
grams, one for each illumination wavelength, at the image out-
put plane.

Under these conditions, the complex amplitude incoming
from the three transmitted bandpass images cannot be recov-
ered by filtering one of the hologram diffraction orders,
because the three bandpass images overlap at the image plane
(the three reference beams are collinear). To allow complex
amplitude distribution recovery, SESRIM by RGB multiplex-
ing [34] retrieves, in a single-color CCD capture, each trans-
mitted color-coded bandpass image by looking independently
at the three RGB CCD channels. Now, this paper presents a
different way to accomplish complex amplitude bandpass im-
age recovery: a 1D diffraction grating disperse in wavelength
the three color-coded bandpass images at the image plane by
using one of the grating diffraction orders. As a consequence,
the bandpass images reach the image plane in a different
spatial position and can be recovered by spatial filtering at the
image plane, assuming that the B&W CCD has a sensitive area
that is wide enough to record the three dispersed bandpass
images. However, if the angular separation provided by the
1D grating does not spatially separate the bandpass images
completely, overlapping will still happen. Because the CCD
size is only a few millimeters, additional FOV limitation is
needed to guarantee nonoverlapping of the different color-
coded bandpass images. To allow this, a 1D slit is placed in
contact with the input object at the input plane.

In addition, the experimental setup includes several mirrors
(M) and nonpolarizing beamsplitter cubes (BS) to assemble
the three interferometers, some neutral density filters (NDF)
to equalize beam intensity and maximize fringe contrast in the
holographic recording, a beam expander in the reference arm
to illuminate the whole CCD area with the reference beams,
and a focusing lens in the reference arm to allow divergence
compensation between both interferometric beams. Finally,
notice that the CCD is slightly tilted at the recording plane
(see Fig. 1) in order to minimize misfocus of the bandpass
images due to the lack of orthogonality between the imaging
beams and the CCD by the action of the 1D grating. The CCD
is placed perpendicular to the G bandpass image, thus mini-
mizing the lateral misfocus for the R and V bandpass images.

As a result, recovery of three bandpass images having dif-
ferent spatial-frequency content allows the generation of an
SA with a cut-off frequency higher than the conventional
one (NA of the microscope lens). Or equivalently, the SA gen-
eration implies a superresolved image by digitally computing
the Fourier transform of the information contained in the SA.
Such a superresolved image contains visible details that are
not resolved in the low-resolution conventional image.

Thinking in terms of SA generation, Fig. 2 depicts how
SESRIM approach defines an expanded cut-off frequency at
the Fourier domain. The resolution limit (ρ) and the cut-off
frequency (ν) are functions of the illumination wavelength

ρ ¼ k
λ
NA

⇒ ν ¼ 1
ρ ¼ NA

kλ ; ð1Þ

where λ can be λR, λG, or λV and NA is the numerical aperture
of the microscope lens. Because the NA of the lens is the same
for all the wavelengths, the resolution limit and the cut-off fre-
quency for the G and V beams can be expressed from the R
wavelength values as

ρm ¼ ρR
λm
λR

⇒ νm ¼ λR
λm

νR; ð2Þ

where “m” can be G or V. And finally, as can be seen from
Fig. 2, the cut-off frequency for the expanded aperture
(νSA) in a given direction is obtained as the addition of the
spatial frequency generated by the tilted beam illumination
(νmoff-axis) and the cut-off frequency for the specific wavelength
of that tilted beam (νm):

νmSA ¼ νmoff-axis þ νm ¼ sin θm
λm

þ λR
λm

νR: ð3Þ

By analogy, we can define a value for the off-axis NA of the
tilted illumination beam as NAm

off-axis ¼ λR
λm sin θm, where the

ratio λR
λm appears as a consequence of referencing to the R

wavelength. This value is not interpreted as a real NA value,
because it is not representative of a full cone of light but as the
direction provided by the outer and tilted ray of that cone of
light. Now, according to Eq. (1), the cut-off frequency of the
expanded SA (νSA) can be expressed as a function of
the SNA:

νmSA ¼ SNAm

λR
⇒ SNAm ¼ λR

λm

�
sin θm þ NA

k

�
: ð4Þ

And finally, the value of the SNA defines a new resolution
limit that we name as superresolution limit (ρ0) in the form of

ρ0m ¼ λR
SNAm

⇒ ρ0m ¼ λm
sin θm þ NA

k

: ð5Þ

For the two considered cases in this manuscript of 2D SES-
RIM extension, the generated SAs are depicted in Fig. 3.
On the one hand, SESRIM with time multiplexing [Fig. 3(a)]
allows full coverage of the 2D spatial-frequency domain but
prevents the study of fast dynamics events. The input object
is rotated to cover additional directions at the Fourier space.
Here we have considered a rotation of 90° to cover the ortho-
gonal (vertical) direction. On the other hand, SESRIM with
selective angular multiplexing [Fig. 3(b)] allows a 2D single-
exposure working principle but is restricted to real samples
(objects with Hermitian spectral distribution) because only

Fig. 2. (Color online) SA generation and expanded cut-off frequency
definition by SESRIM.
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one lateral pupil is recovered for each one of the two multi-
plexed directions.

Nevertheless, whatever the analyzed SESRIM setup will be
and in its basic configuration, the generation of the SA comes
from the coherent addition of three elementary pupils: one
centered and two shifted apertures corresponding with the
on-axis (R wavelength) and the two off-axis (G and V wave-
lengths) illumination beams, respectively. This process is di-
gitally performed and involves the correct repositioning of the
off-axis pupils in its original position at the object’s spectrum,
that is, to shift back at the Fourier domain those spatial fre-
quencies of the object’s spectrum that are downshifted by the
angular multiplexing. Because the expanded cut-off frequency
is essentially defined by the NA of each tilted illumination
beam (NAm

off-axis), we can choose between two different stra-
tegies when shaping the SA.

The first strategy implies that the off-axis illumination angle
provided by the tilted beams will be exactly the angle defined
by twice the NA of the used microscope lens. In this case, the
recovered off-axis apertures will be contiguous with the cen-
tral one at the Fourier domain [15,20,21,24,27], and SA genera-
tion must be guided by a visual criterion based on image
quality improvement [30,31]. The second strategy deals with
any other case where the off-axis pupils will not be contiguous
with the central one. Here, the expanded SA could continu-
ously cover the Fourier domain from the center by adding ele-
mentary apertures with overlapping regions [17,19,22,23,25]

or could not [18,28]. The case of partial overlapping between
recovered pupils is quite common for a simple reason: it al-
lows the use of digital computational tools based on correla-
tion algorithms in the Fourier domain [29] or in the spatial
domain [35] in order to optimize the assembly of the recov-
ered elementary apertures. The former strategy maximizes
the expanded cut-off frequency but prevents the use of digital
methods based on the optimization of a given parameter (cor-
relation peak) to properly replace each aperture. And the lat-
ter strategy allows a digital algorithm based on the correlation
operation between overlapping areas to replace each elemen-
tary aperture with subpixel accuracy, but it reduces the cut-off
frequency value of the expanded SA.

As in Ref. [34], in this manuscript we have adopted the
algorithm reported by Bühl et al. to perform the reallocation
of each elementary pupil [29]. Then, a given spectral area
overlaps between the off-axis apertures (G and V pupils) with
the central aperture (R pupil) when generating the SA. More-
over, because diffraction is wavelength dependent, the size of
the elementary pupil increases as the wavelength decreases,
providing an improvement in the overlapping spectral area.
This fact improves the cut-off frequency of the SA while per-
mitting the application of correlation methods to calculate the
spatial-frequency shift for each aperture.

B. Mathematical SESRIM Analysis
Let us consider again the setup shown in Fig. 1. In the imaging
arm, three different coplanar parallel RGV laser beams simul-
taneously illuminate the input plane but with different angles.
Assuming the same incident amplitude “A” for all the beams,
the illumination stage is mathematically represented by A, A ·
expðj2πβGxÞ and A · expðj2πβVxÞ corresponding with the RGV
beams and where βG ¼ sin θG=λG and βV ¼ sin θV=λV . Let us
assume without lack of generality a 1D analysis of the system.
Thus, the amplitude distribution of the input object is repre-
sented by OðxÞ, which is spatially limited by a slit of width “L”
in the form of rectðx=LÞ. For the sake of simplicity, we present
the calculations for a generic wavelength (λ) and for a generic
tilted beam illumination in the form of A · expðj2παxÞ, where λ
and α can be (λR, λG, λV ) and (0, βG, βV ) for the RGV beams,
respectively. Later on, we will finally generalize the result at
the end of calculations because the three beams are incoher-
ent one to each other.

Under these assumptions, the object is placed at a distance
“d” in front of the microscope lens having a given focal length
“f .” Because the RGV beams are collimated, the Fourier plane
coincides with the back focal plane of the lens. The amplitude
distribution UðxF Þ at the Fourier plane can be written as the
Fourier transform of the input’s plane distribution evaluated
at the spatial frequency u ¼ xF=λf ; that is,

UðxF Þ ¼ C exp
�
j
k
2f

�
1 −

d
f

�
x2F

� Z
OðxÞrect

�
x
L

�

× expðj2παxÞ exp
�
−j

2π
λf xxF

�
dx

¼ C exp
�
j
k
2f

�
1 −

d
f

�
x2F

��
~O
�
xF
λf − α

�

⊗ Lsinc

�
L
xF
λf

��
; ð6Þ

Fig. 3. (Color online) SA generation and expanded cut-off frequency
for 2D SESRIM extension using (a) time multiplexing and (b) selective
angular multiplexing.
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where ⊗ represents convolution operation and C ¼ A expðjkf Þ
jλ

ffiffi
f

p .

We can see how the spatial-frequency content of the input
object is distributed around the position of the zero spatial
frequency centered at λfα, as it corresponds with the generic
tilted beam illumination.

Just behind the Fourier plane, the distribution provided by
Eq. (6) is multiplied by rectðxF=xF0Þ, representing the 1D pupil
of the microscope lens placed on that plane and having a
width of xF0. This aperture restricts the range of spatial fre-
quencies that can be transmitted by the objective, thus affect-
ing the resolution. However, owing to the tilted beam
illumination, the spatial-frequency content passing through
the lens pupil is different for each wavelength. Naming ~OR,
~OG, and ~OV as the spectral bandpasses of the object for the
RGV wavelengths, respectively, the spatial-frequency content
due to each illumination wavelength is restricted to

−
xF0
2

≤ λRf u ≤
xF0
2

⇒−
xF0
2λRf

≤u ≤
xF0
2λRf

;

−
xF0
2

−λGf βG ≤ λGf u ≤
xF0
2

− λGf βG ⇒−
xF0
2λGf

−βG ≤u ≤
xF0
2λGf

−βG;

−
xF0
2

−λV f βV ≤ λV f u ≤
xF0
2

−λV f βV ⇒−
xF0
2λV f

−βV ≤u ≤
xF0
2λV f

−βV ;

ð7Þ
where the zero spatial frequency of the object’s spectrum is
located at “λGf βG” and “λV f βV ” for the G and V wavelengths,
respectively, as a consequence of the tilted beam illumination.
By comparing Eq. (7) with Eqs. (1) and (2), we can establish
the values of the system’s cut-off frequencies for the three
RGV considered wavelengths and disregarding the shift in-
coming from the tilted beam illumination (βG, βV ):

νR ¼ � xF0
2λRf

and νm ¼ � λR
λm

νR ¼ � λR
λm

xF0
2λRf

¼ � xF0
2λmf

:

ð8Þ

In order to get the three color-coded bandpass images OR,
OG, and OV provided by the microscope lens and incoming
from ~OR, ~OG, and ~OV , respectively, we must propagate Eq. (6)
to the image plane (xi, yi) located at a distance “d0 − f ” from
the microscope lens and where the distances d and d0 verify
the lens law: 1=dþ 1=d0 ¼ 1=f . But before that, we must rea-
lize the fact that the three bandpass images will overlap one
another at the image plane because they are transmitted in the
on-axis mode. The three overlapping bandpass images can be
captured and numerically processed in a single shot using
RGB multiplexing when the detector is a color CCD camera
[34]. But if the detector is a B&W CCD camera, we need to
obtain the images spatially separated side by side with the ad-
ditional constraint imposed by the limited detector’s sensitive
area. We get this image-plane spatial separation accomplished
by inserting a 1D diffraction grating having an appropriate ba-
sic frequency (u0) and looking at either the þ1 or −1 diffrac-
tion order for getting the wavelength dispersion of the three
color-coded bandpass images. Although the 1D grating is
placed at the image space for the experiments, we assume
here that the grating is placed just at the Fourier plane for sim-
plifying the mathematical analysis with no loss of generality.
Then, the amplitude transmittance of a sinusoidal grating can
be written as

tðxF Þ ¼
1
2
þm

4
expðj2πu0xF Þ þ

m
4
expð−j2πu0xF Þ; ð9Þ

where m is the peak-to-peak change of amplitude transmit-
tance. We will only pay attention to the second term because
it is representative of the þ1 diffraction order. Thus, the com-
plete amplitude distributionU 0ðxF Þ at the Fourier plane comes
from the inclusion in Eq. (6) of both the lens pupil function
and the second term in Eq. (9):

U 0ðxF Þ ¼ C0 exp
�
j
k
2f

�
1 −

d
f

�
x2F

��
~O

�
xF
λf − α

�

⊗ Lsinc

�
L
xF
λf

��
rect

�
xF
xF0

�
expðj2πu0xF Þ; ð10Þ

with C0 ¼ C m
4 . After propagating the distance “d0 − f ,” the am-

plitude distribution in the output plane evaluated at the spatial
frequency u0 ¼ xi=λðd0 − f Þ results in

UðxiÞ ¼ D exp

�
j

k
2ðd0 − f Þ x

2
i

��
FT

�
~O

�
xF
λf − α

��

× FT
�
Lsinc

�
L
xF
λf

���

⊗ FT

�
rect

�
xF
xF0

��
⊗ FT½expðj2πu0xF Þ�; ð11Þ

where D ¼ mAexpðjkd0Þ
4j2λ2

ffiffiffiffiffiffiffiffiffiffiffi
f ðd0−f Þ

p . Taking into account that

FT
�
~O
�
xF
λf − α

��
¼ λfO

�
−
xi
M

�
· exp

�
j2π xi

M
α
�
;

FT

�
Lsinc

�
L
xF
λf

��
¼ λf · rect

�
xi
ML

�
;

FT

�
rect

�
xF
xF0

��
¼ xF0 · sinc

�
xF0xi
λfM

�
;

FT½expðj2πu0xF Þ� ¼ λf · δ
�
−
xi
M

− λf u0

�
; ð12Þ

where the magnification M is given by M ¼ − d0−f
f , the final re-

sult concerning the amplitude distribution arriving at the CCD
from the imaging branch can be written as

UðxiÞ¼D0exp
�
j

k
2ðd0− f Þx

2
i

�

×

�
O

�
−
xi
M

�
exp

�
j2πxi

M
α
�
rect

�
xi
ML

��

⊗ sinc
�
xF0xi
λfM

�
⊗ δ

�
−
xi
M

−λf u0

�
; ð13Þ

where D0 ¼ Dλ3f 3xF0. Equation (13) shows, first, and it was
expected, a smoothing effect on the color-coded bandpass im-
age of the object due to the convolution with the sinc function
(incoming from the Fourier transform of the lens pupil) and,
second, that the position of the bandpass image is dependent
on the wavelength for fixed the values ofM , f , and u0 (incom-
ing from the convolution with the delta function). When con-
sidering the three color-coded bandpass images, they will be
placed at different spatial positions at the image plane. And
the width of each bandpass image will be given by the addition
of both the rectangle function width (ML) and the sinc
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function width (taken as the distance between the two zeros
of the central lobe: 2λfM=xF0). Moreover, the R bandpass im-
age is shifted more than the G image, which is also shifted
more than the V image. And taking into account that the three
color-coded bandpass images must be fitted inside the CCD
sensitive area, we can look for the condition to avoid the over-
lapping of the different bandpass images. To assure that the V
image is separated from the G image, the spatial position of
the upper frequency of the V image must be equal to or smaller
than the lowest frequency of the G image; that is,

λV f u0 þ
1
2
LM þ λV fM

xF0
≤ λGf u0 −

1
2
LM

−
λGfM
xF0

⇒ u0 ≥
M
xF0

�λG þ λV
λG − λV

�
þ ML
f ðλG − λV Þ

: ð14Þ

In a similar way, we can obtain the condition to be fulfilled
between R and G bandpass images to avoid overlapping

λGf u0 þ
1
2
LM þ λGfM

xF0
≤ λRf u0 −

1
2
LM

−
λRfM
xF0

⇒ u0 ≥
M
xF0

�λR þ λG
λR − λG

�
þ ML
f ðλR − λGÞ

: ð15Þ

Then, from Eqs. (14) and (15) we choose the highest value
of u0 that will preserve the spatial separation of the three col-
or-coded bandpass images because the lower one will provide
separation between the G and V bandpass images but overlap-
ping between the R and G images.

Under these conditions, the B&W CCD camera simulta-
neously records the three color-coded bandpass images, each
of them containing a different spatial-frequency range that are
placed side by side without overlapping. In order to preserve
the information of the amplitude and phase of each bandpass
image, a holographic recording is performed by inserting at
the CCD plane three collinear reference beams arriving from
the reference branch of the Mach–Zehnder interferometer
(see Fig. 1). Those three reference beams diverge from the
same distance “d0 − f ” in front of the CCD in order to cancel
the quadratic phase factor of the imaging beam [the term be-
tween square brackets in Eq. (13)]. The reference beam can be
mathematically expressed as

RðxiÞ ¼ exp
�
j2π sinφλ xi

�
· exp

�
j

k
2ðd0 − f Þ x

2
i

�
; ð16Þ

where φ is the angle between the propagation direction of
a given bandpass image and the direction of the reference
beam.

In addition, the reference mirror at the reference arm is
tilted to allow off-axis holographic recording. Thus, the aver-
age direction of the three reference beams in addition to the
slightly different propagation direction provided by dispersion
in the þ1 diffraction order of the 1D grating produce a slightly
different carrier for each color-coded bandpass image. This
fact means that we will have three slightly different carriers
(sinφR=λR, sinφG=λG, sinφV=λV ) for the three subholograms
incoming from the RGV wavelengths.

Finally, the CCD records the intensity distribution provided
by the image-plane hologram and incoming from the addition
of Eqs. (13) and (16). As is well known, such an intensity
distribution has four contributions according to

IðxiÞ¼ jUðxiÞþRðxiÞj2
¼jUðxiÞj2þjRðxiÞj2þUðxiÞR�ðxiÞþU�ðxiÞRðxiÞ; ð17Þ

and the term UðxiÞR�ðxiÞ that appears in the amplitude trans-
mittance of the digitally recorded hologram contains informa-
tion about the complex amplitude distribution of the three
color-coded bandpass images. Then, the reconstruction pro-
cess is performed numerically. Because of the slightly differ-
ent carriers of the three subholograms, the three elementary
apertures will not be as centered rectangles (concentric cir-
cular apertures when considering the 2D lens pupil) at the
Fourier domain. But in any case, those apertures are filtered
aside from both the zero order and the twin image term and
inversely Fourier transformed to obtain the complex ampli-
tude distribution of the three bandpass images provided by
the three RGV beams. The digital combination of the informa-
tion contained in the three color-coded bandpass images
yields in the SA generation we are looking for, as was ex-
plained in Subsection 2.A.

3. EXPERIMENTAL IMPLEMENTATIONS
The experimental setup presented in Subsection 2.A has been
assembled at the laboratory. Three laser sources provide the
three simultaneous illumination wavelengths: an He–Ne red
(R) laser source (632:8 nm laser wavelength, 35mW optical
power), a green (G) diode-pumped laser module (532nm laser
wavelength, 50mWoptical power), and a violet (V) laser diode
module (405 nm laser wavelength, 50mWoptical power). Prior
to illuminating the input object (a negative USAF resolution
test target), a reference beam is extracted for each one of
the illumination beams in order to allow holographic image-
plane recording. A 1D slit (140 μmwidth, chrome on glass with
a clear slit and chrome background) is placed face to face with
the input object to provide object FOV limitation. This input
plane amplitude distribution is imaged by a long-working-
distance infinity-corrected microscope lens (Mitutoyo M Plan
Apo 0:14NA) onto a monochrome CCD camera (Kappa DC2,
12bits, 1352 × 1032 pixels with 6:7 μm pixel size). But prior to
that, a high-precision Ronchi ruling grating (50 lp=mm) is used
to providewavelength dispersion of the three bandpass images
at the image space when looking at one of the first diffraction
orders of the grating. In the reference arm, a 5× beam expander
and a doublet lens (80mm focal length) provide the same beam
divergence as the imaging beam. Additional neutral density fil-
ters allow laser beam power equalization and improve fringe
contrast in the holographic recording.

A. SESRIM by Image-Plane Wavelength-Dispersion
Multiplexing
In this first subsection, we present the validation of SESRIM
using wavelength dispersion at the image plane to angularly
separate the three transmitted bandpass images. Figure 4
shows the experimental results where the coplanar but oppo-
site tilted illumination angles for the G and V beams are θG ¼
13:5° and θV ¼ 12°, respectively. The recorded hologram pro-
duced by the addition of the three bandpass images with the
three reference beams is depicted in Fig. 4(a), while its Four-
ier transform is presented in Fig. 4(b). Because of wavelength
coding, each bandpass image arrives at the CCD plane with a
slightly different incident angle after being dispersed by the
1D diffraction grating. As a consequence, each one of the
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three subholograms will have a slightly different carrier fre-
quency. One can notice this fact because the three elementary
apertures are not concentric circles at the Fourier domain
[Fig. 4(b)].

Once the three elementary apertures are filtered aside from
both the zero order and twin image terms and inversely Four-
ier transformed, a complex (amplitude and phase) image of
the amplitude distribution arriving from the input plane is re-
trieved [Fig. 4(c)]. However, only the R bandpass image [red
(rightmost) rectangle in Figs. 4(c) and 4(e)] is in focus due to
the chromatic aberration of the microscope lens. Then, the G
and V bandpass images are digitally refocused prior to their
combining in the SA. Just as an example, Figs. 4(f) and 4(g)
depict the misfocused and refocused central part of the V
bandpass image, respectively.

After digital refocusing the G and V bandpass images, the
SA is assembled by digital processing based on optimization of
the correlation peak between overlapping areas of the recov-
ered pupils, that is, between the G and R pupils on one hand,
and between the V and R pupils on the other hand. The con-
ventional aperture (only considering on-axis R laser illumina-
tion) and the conventional low-resolution image are presented
in Figs. 5(a)–5(c). Paying attention to Fig. 5(c), the last
resolved element is Group 8—Element 1 (hereafter called
Gx-Ey), which corresponds with the features size of 3:9 μm
(or 256 lp=mm). From this resolution limit, we can calculate
the value of the proportional constant k as k ¼ ρRNA=λR ¼
0:86. This k value is in good agreement with the one
(k ¼ 0:82) reported in Refs. [2,3].

Finally, a superresolved image is obtained as an inverse
Fourier transform of the information contained in the SA
[Fig. 5(b)]. We can see that the resolution limit is improved
from G8-E1 to the last resolution test element (G9-E3) for
the superresolved image [Fig. 5(d)]. Quantitatively, this fact

Fig. 4. (Color online) Experimental results for SESRIM in the horizontal direction: (a) recorded hologram; (b) Fourier transform of (a);
(c) recovered complex amplitude distribution image containing information of the three transmitted bandpass images; (d)–(e) magnification
of the central part of the bandpass images corresponding with the green and red lasers, respectively; and (f)–(g) the same magnified area for
the blue laser bandpass image showing the misfocused and refocused images, respectively.

Fig. 5. (Color online) Experimental results for SESRIM in the
horizontal direction: (a), (b) comparison between conventional and
expanded apertures, respectively; (c), (d) conventional (low-
resolution) and superresolved images, respectively; and (e) schematic
composition between the generated SA (case b) and the theoretical
values of spatial frequencies expressed as a ratio between the NA
(or SNA) and the R wavelength.
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means that the resolution limit is improved from 3:91 μm
(256 lp=mm) to 1:55 μm (645 lp=mm), defining an experimen-
tal resolution gain factor of approximately 2.5.

When compared with theory, the resolution limit of the
superresolved image is indeed better. According to Eqs. (4)
and (5) and using k ¼ 0:86, the SNA and the superresolution
limits for both multiplexed directions are SNAG ¼ 0:47 and
ρ0G ¼ 1:35 μm for the G wavelength and SNAV ¼ 0:58 and ρ0V ¼
1:09 μm for the V wavelength. Both superresolution limits are
below the minimum pitch included in the test (G9-E3 corre-
sponding with 1:55 μm), and the theoretical resolution gain
factors are approximately 2.9 and 3.6, for the G and V cases,
respectively. To validate those theoretical values, we have
included in Fig. 5(e) a virtual composition between the
generated SA [Fig. 5(b)] and the theoretical values of the
spatial frequencies expressed as a ratio between NA (or
SNA) and the R wavelength to easily identify the values.
Considering the V multiplexed direction, we can see that
the center of the V aperture (NAV

off-axis ¼ λR
λV sin θV ¼

0:325 ⇒ νVoff-axis ¼ 0:325
λR ) almost coincides with the center of

a hypothetical R pupil (dashed red inner circle) placed con-
tiguously with the conventional aperture (solid red inner
circle). The right side of such a contiguous R aperture corre-
sponds with a cut-off frequency of 0:49=λR and defines a NA
gain factor of 3 and, thus, also the same improvement in re-
solution. An additional contiguous R aperture will be centered
at 0:65=λR defining a gain factor of 4, and the right side of the V
aperture (νVSA ¼ 0:58=λR) is near the middle of 0:49=λR and
0:65=λR but a little bit closer to 0:65=λR, thus defining a resolu-
tion gain factor of 3.6. For the G case, the left side of the G
pupil (νGSA ¼ 0:47=λR) nearly triples the cut-off frequency when
considering the conventional R aperture. So, the gain factor is
close to 3.

B. Extension to the 2D Case Considering Time
Multiplexing in SESRIM
The most direct way to perform a 2D extension of SESRIM is
by rotating the object at the input plane to perform angular
multiplexing provided by the illumination stage in additional
Fourier domain directions. As was also reported in Ref. [34],
Fig. 6 shows the experimental results when the USAF test is
rotated 90° and SESRIM is again implemented. Note that the
object’s rotation provides the same effect as a rotation in the
illumination plane but in a simpler way. Once again, the tilted

Fig. 6. (Color online) Experimental results for SESRIM in the vertical direction: (a) recorded hologram, (b) Fourier transform of (a); (c) recovered
complex amplitude distribution image containing information of the three transmitted bandpass images; (d), (e) magnified and rotated image of the
central part of the bandpass images corresponding with the green and red lasers, respectively; and (f), (g) the same magnified and rotated area for
the blue laser bandpass image showing the misfocused and refocused images, respectively.

Fig. 7. (Color online) Experimental results for SESRIM in the
vertical direction: (a)–(b) comparison between conventional and
expanded apertures, respectively, and (c)–(d) conventional (low-
resolution) and superresolved images, respectively.
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illumination angles for the G and V beams are the same as
in the previous experiment. Figure 6(a) depicts the recorded
hologram being produced. Figure 6(b) shows the Fourier
transform of Fig. 6(a). Figure 6(c) shows the complex ampli-
tude distribution image recovered after the filtering process
performed in Fig. 6(b). Figures 6(d)–6(g) depict the bandpass
images of the USAF central part for the different wavelengths,
showing as an example the misfocus and refocus of the V
bandpass image [cases (f) and (g)].

The SNA and superresolution values are the same as in
the previous subsection but in the orthogonal direction.
Figures 7(a) and 7(b) depict the conventional and generated

SA, respectively, while the conventional and 1D superresolved
image is presented in Figs. 7(c) and 7(d), respectively. But
now, the expanded SAs shown in Figs. 5(b) and 7(b) are com-
bined to synthesize a 2D SA containing information in both
multiplexed directions. The result is presented in Fig. 8(a)
showing an SA composed by the coherent addition of four
off-axis (two horizontal and two vertical) apertures plus the
on-axis aperture. Thus, the superresolved image [Fig. 8(b)]
contains information on both multiplexed directions.

C. Extension to the Two-Dimensional Case Considering
Selective Angular Multiplexing in SESRIM
As a second way to obtain 2D SESRIM, we report on the pos-
sibility to multiplex orthogonal directions of the object’s spec-
trum by the two tilted beams used in the illumination stage.
Thus, the G wavelength provides the recovery of an elemen-
tary aperture with spectral information in the vertical diffrac-
tion direction, while the V wavelength allows simultaneous
recovery of the spatial-frequency information in the horizontal
diffraction direction. This selective angular multiplexing in
SESRIM permits a 2D superresolved image in a single expo-
sure. Nevertheless, because only three recovered apertures
are available by SESRIM, only one side of the object’s spec-
trum for any of the two multiplexed directions is recovered.
This means that this method is useful for synthetic objects
without relevant phase information, that is, only quasi-real ob-
jects having a Hermitian Fourier transform are susceptible to
imaging with 2D SESRIM with selective angular multiplexing.

To validate this modification of SESRIM, we have slightly
modified the experimental setup depicted in Fig. 1 to include
vertical off-axis illumination for the G wavelength. Thus, two
mirrors bend the G laser beam into the vertical plane allowing
an off-axis illumination angle of approximately 13°. The rest
of the experimental setup has no additional modifications
regarding the description included in Subsection 3.A. The ex-
perimental assembly is presented in Fig. 9(a), showing a pic-
ture from the upper view including the ray tracing of the
three laser beams, while Fig. 9(b) shows a picture of the illu-
mination stage [white rectangle in Fig. 9(a)] to clearly show
the selective angular multiplexing. In addition, one can iden-
tify the 1D slit limiting the FOV at the input plane in Fig. 9(b).

Figure 10 presents the experimental results: (a) images the
recorded hologram composed by three bandpass images,
(b) depicts the Fourier transform of the recorded holo-
gram, (c) shows the complex amplitude distribution image

Fig. 8. (Color online) 2D extension of SESRIM considering time
multiplexing: (a) generated SA and (b) 2D superresolved image.

Fig. 9. (Color online) Experimental arrangement of SESRIM with selective angular multiplexing: (a) full experimental implementation with ray
tracing and (b) detail of the selective angular illumination procedure [picture corresponding with the white rectangle in (a)].
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recovered after filtering the diffraction orders in (b), and
(d) presents the conventional low-resolution image obtained
when only on-axis R illumination is used. And finally, Fig. 11
shows the experimental results concerning (a) the generated
SA and (b) the superresolved image. Because the off-axis
illumination angle for the G wavelength (θG ¼ 13°) is a little
bit smaller than in the previous experiments (θG ¼ 13:5°),
the theoretical values are slightly different (SNAG ¼ 0:46,
ρ0G ¼ 1:38 μm, resolution gain factor of 2.8) but, in any case,
enough to resolve the small details of the USAF test target.
Obviously, the V multiplexed direction remains unchanged
and with the same theoretical values.

We want to emphasize that 2D SESRIM by selective angular
multiplexing does not restrict the object FOV as much as
2D SESRIM by time multiplexing. As we can see from the
generated superresolved images in both cases [Figs. 8(b)
and 11(b)], the allowed FOV when rotating the object is
limited to a square area having a side equal to the width of
the 1D slit used to limit the FOV. Now, with selective angular
multiplexing, the FOV of the superresolved image is expanded
in the direction of the 1D slit.

D. Avoiding the Field-of-View Limitation in SESRIM
with a Monochrome Sensor
In order to completely remove the FOV restriction imposed by
SESRIM,wepresent a further implementationwhere instead of
recovering the complex amplitude distribution of the three
bandpass images by separating them via spatial multiplexing
at the output plane, the separation is performed at the Fourier
plane. Thus, the 1D slit and the 1D dispersive grating are not
needed anymore, which yields a full FOV superresolved
image. To accomplish the recovery of the bandpass images, the
angle of incidenceof the three referencebeamsmust be slightly
varied between them. As a consequence, each subhologram

Fig. 10. (Color online) Experimental results for 2D SESRIM using selective angular multiplexing: (a) recorded hologram, (b) Fourier transform of
(a), (c) recovered complex amplitude distribution image containing information of the three transmitted bandpass images, and (d) conventional
(low-resolution) image provided by the red laser bandpass image.

Fig. 11. (Color online) 2D extension of SESRIM considering selec-
tive angular multiplexing: (a) generated SA and (b) 2D superresolved
image.
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provides a different carrier frequency allowing the separation
of the elementary apertures in the Fourier domain.

The experimental configuration is the same one as pre-
viously reported in Subsection 3.C, and it includes inserting
a 1D diffraction grating in the reference arm to produce a var-
iation in the propagation angle of each reference beam. Thus,
taking into account the first diffraction order of the grating,
each reference beam is diffracted at a different angle accord-
ing to its wavelength and the grating’s period (400 lp=mm).
Figure 12 depicts (a) the recorded hologram composed by
the addition of the three subholograms but without the 1D slit
used in previous subsections for FOV limitation and (b) the
Fourier transform of the recorded hologram showing that
the three elementary apertures are dispersed at the Fourier
domain. Note that the FOV presented in Fig. 12(a) is wider
than the one included in, for instance, Figs. 4(a) and 10(a).

The selection of the grating’s period is experimentally
adjusted according to the pupil separation at the Fourier do-
main. As we can see from Fig. 12(b), the apertures for the R
and V wavelengths must be at the borders of the spatial-
frequency space in order to satisfy Nyquist sampling criterion
allowing the maximum separation between apertures. How-
ever, the R and G apertures partially overlap as a consequence
of reducing the wavelengths’ step between the G and R wave-
lengths (101 nm) in comparison to the step between the G
and V wavelengths (127nm). This fact could be avoided by
using a different combination of laser wavelengths in which
the wavelength step between the R, G, and V illuminations will
be properly selected to avoid overlapping. Nevertheless, the
overlapping between the R and G pupils causes some noise
in the final reconstruction, but it is not relevant for the USAF
test case because the most important information is in the ver-
tical direction. Finally, Fig. 13 presents (a) the conventional

low-resolution image obtained when only on-axis R illumina-
tion is considered, (b) the generated SA where the R pupil
intrusion appears at the left border of the G aperture, and
(c) the 2D superresolved image.

4. CONCLUSIONS AND DISCUSSION
In this manuscript, we have presented a modification and its
evolutions of our previously reported SESRIM concept [34].
Starting from a theoretical analysis of the SESRIM basics, the
new layout replaces the color CCD camera, used in our pre-
vious publication, by a monochrome CCD. Thus, the resolu-
tion is not affected by a large effective pixel size when
sampling the output image (as usually happens in color CCD
with a Bayer filter), because the B&W CCD uses all the dis-
posable pixels. This fact reduces the need to use high magni-
fication ratios between the input and output planes to
circumvent the large effective pixel size of the color CCD,
and the obtained object FOV could be, in principle, larger than
for the color CCD case. Because the monochrome sensor does
not allow separate recovery of the three color-coded holo-
grams, the single-exposure working principle is saved by
using FOV limitation at the input plane using a 1D slit posi-
tioned in close contact with the input object and output plane
space-division multiplexing provided by a 1D grating. Experi-
mental results are provided and demonstrate a good match to
the theoretical predictions.

Then, 2D extension of 1D SESRIM with a monochrome
CCD is considered by two different methods: using time multi-
plexing and using selective angular multiplexing. The former
allows full coverage of the 2D spatial-frequency domain by
rotating the input object while preventing the study of fast
dynamics events due to its underlying time multiplexing prin-
ciple. And the latter allows a 2D single-exposure working

Fig. 12. (Color online) Experimental results for 2D SESRIM by avoiding the FOV limitation: (a), (b) the recorded hologram and its Fourier
transform, respectively, where the DC term has been blocked down to enhance image contrast.

Fig. 13. (Color online) SESRIM without considering FOV restriction: (a) low-resolution conventional image, (b) generated SA, and (c) 2D
superresolved image. Insets in (a) and (c), USAF central part magnified for clarity.
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principle, but it is limited to real objects. Once again, experi-
ments are reported validating both 2D SESRIM extensions.

And finally, a third SESRIM case is also included where
the main advantage is the elimination of the object FOV re-
striction. The 1D slit is removed, and the complex amplitude
distribution of the three bandpass images is recovered by a
filtering process at the Fourier domain instead of spatial se-
paration at the output plane. To achieve elementary aperture
separation at the Fourier domain, the incidence angle of each
reference beam varies from one to the others. Experimental
validation has also been presented.

In summary, different combinations of different multiplex-
ing domains have been reported to implement SESRIM with a
monochrome sensor. Because the SESRIM illumination stage
is based on both wavelength and angular multiplexing and the
detector is not wavelength sensitive, additional multiplexing
domains are needed to recover separately the information
contained in each wavelength channel: reduction of the usable
object FOV and spatial image-plane multiplexing. This is the
case of the basic layout presented in Subsection 3.A. The 2D
extension included in Subsection 3.B combines wavelength,
angular, FOV, and spatial multiplexing with the temporal do-
main to cover additional directions at the Fourier domain.
Subsection 3.C proposes a mixing of previous cases to avoid
time multiplexing while allowing single-exposure 2D SESRIM
by selective angular multiplexing, once again in addition with
wavelength, FOV, and spatial multiplexed domains. And final-
ly, Subsection 3.D presents the combination of the wavelength
with angular but without FOV and spatial multiplexing do-
mains. Here, the limitation is performed in the dynamic range
of the CCD sensor. Future implementations of SESRIM could
be aimed at combining the polarization with wavelength and
angular multiplexing in the illumination stage in order to allow
2D SESRIM coverage of the full spatial-frequency domain.

There are three main drawbacks when applying the
proposed method and depending on the experimental config-
uration. The first one concerns the loss of object color infor-
mation provided by the proposed method. Because SESRIM
uses wavelength multiplexing to decode the three transmitted
bandpass images, the color object information is lost. For
this reason, SESRIM is restricted to objects having no color
information.

The second drawback is related to the FOV limitation im-
posed by those experiments where the bandpass images are
recovered by image-plane spatial filtering (not present in the
last experiment where the three reference beams are inserted
with a different angle at the recording plane). Obviously, the
FOV limitation restricts the maximum extension of the input
object that can be imaged. But first, the FOV limitation is only
in the horizontal direction (the direction where the spectral
separation is provided by the 1D diffraction grating). And sec-
ond, even in the horizontal direction, the resulting FOV is
around 140 μm due to the width of the 1D slit attached to
the input object. This value is between the ones provided
by the Mitutoyo M Plan Apo 20× 0:42NA and 50× 0:55NA ob-
jectives considering a 1=2 in: sensor size, that is 320 × 240 μm,
and 130 × 100 μm according to theoretical specifications,
respectively. Because the SNA achieved in the proposed
approach is around 0.47, the FOV provided by our SESRIM
approach is comparable in the horizontal direction to those
values provided by equivalent NA microscope lenses, while

it becomes enlarged in the vertical direction where no slit
limitation is introduced.

And finally, as a third drawback, we find the dynamic range
limitation is imposed when recording the multiplexed holo-
gram as a consequence of the addition of multiple reference
beams in the recording. Considering the experiment where
the FOV limitation is removed (note that this is the worst case
because not only the reference beams but also the three band-
pass images overlap at the image plane), we have the addition
of three independent holograms (one to each RGB wave-
length) at the CCD plane. Because we are using a 12bits
CCD, there are around 1365 gray levels accessible for each
wavelength channel, meaning around logð4096=3Þ= logð2Þ ¼
10:4bits in dynamic range per channel. This value is higher
than the standard 8 bits range provided by commonly avail-
able CCD cameras. Moreover, thinking about the addition
of two additional tilted beams to cover full 2D spatial-
frequency range in the Fourier domain, that is, to obtain
2D SESRIM, the disposable dynamic range per hologram with-
out reducing the FOV is logð4096=5Þ= logð2Þ ¼ 9:68bits, still
higher than the 8 bits conventional value.
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